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ABSTRACT
Collaborative filtering (CF) mainly suffers from rating sparsity and
from the cold-start problem. Auxiliary information like texts and
images has been leveraged to alleviate these problems, resulting in
hybrid recommender systems (RS). Due to the abundance of data
continuously generated in real-world applications, it has become
essential to design online RS that are able to handle user feedback
and the availability of new items in real-time. These systems are
also required to adapt to drifts when a change in the data distribu-
tion is detected. In this paper, we propose an adaptive collaborative
topic modeling approach, CoAWILDA, as a hybrid system relying
on adaptive online Latent Dirichlet Allocation (AWILDA) to model
newly available items arriving as a document stream and incre-
mental matrix factorization for CF. The topic model is maintained
up-to-date in an online fashion and is retrained in batch when a
drift is detected using documents automatically selected by an adap-
tive windowing technique. Our experiments on real-world datasets
prove the effectiveness of our approach for online recommendation.
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1 INTRODUCTION
Due to the abundance of available choices in online platforms and
services, recommender systems (RS) have been playing an essential
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role to help users and empower companies. Approaches to rec-
ommendation can mainly be categorized into three classes. First,
content-based (CB) approaches rely on information extracted from
user profiles and item descriptions. Second, collaborative filtering
(CF) approaches make use of user activities and past interactions,
e.g., ratings and clicks, to learn preferences and generate recommen-
dations. Lastly, hybrid approaches aim to combine both techniques
in order to overcome their weaknesses: While CB methods tend to
be overspecialized and lack a sense of novelty, the performance of
CFmethods drops with an increase of rating sparsity and in the cold-
start setting. To get the best of both worlds, hybrid approaches allow
CF approaches to exploit auxiliary information like text [41, 42]
and images [20]. Collaborative Topic Regression (CTR) [41] is a
popular hybrid approach combining probabilistic topic modeling
for content analysis [6] and latent factor models for CF [36].

Most hybrid RS proposed in the literature are meant to work in
batch where an initial model is first built from a static dataset and
then rebuilt periodically as new chunks of data arrive. Since models
are not continuously maintained up to date, they cannot capture
the user feedback generated after a model update before the next
one. They are also not able to adapt to changes in user preferences
and item descriptions which occur due to temporal dynamics.

In real-world applications, the recommendation problem can
be formulated as a data stream problem where RS are designed
to learn from continuous data streams and adapt to changes in
real-time. Recent work [15] has shown that simple online algo-
rithms can generate better recommendations than more complex
ones that are only updated periodically. Online RS are mainly based
on incremental learning to continuously update models when re-
ceiving new observations. Incremental CF approaches have been
proposed in this direction, like incremental neighborhood-based
methods [32] and incremental matrix factorization [21, 40]. Learn-
ing from data streams should also account for concept drifts [17]
which occur when the definition of modeled concepts changes over
time. Detecting drifts and adapting to them become thus necessary.

In this paper, we address the problem of online recommendation
in a dynamic environment where users interact with items in real-
time and where new items are expected to arrive accompanied by a
textual description. This setting is common in (but not restricted to)
the news and tweet recommendation domains for example, where
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new articles and tweets are continuously generated and read by
users.

We propose an adaptive collaborative topic modeling approach
for online recommendation. Our approach combines AWILDA, an
adaptive version of online Latent Dirichlet Allocation (LDA) [23]
that is able to analyze and model documents arriving in a stream
on one side, and incremental matrix factorization [40] to leverage
user interactions for the learning of preferences on the other side.
Our approach is adaptive as we actively detect changes of topics
that may occur in the document stream and adjust accordingly. We
alternate online refinement of the topicmodel when no drift is found
with batch trainingwhen it is needed. The decision of retraining and
the chunk of data on which we retrain the model are automatically
determined by an adaptive sliding window technique [3].

The purpose of introducing our approach is threefold. First, it
is fully incremental and can thus be used in an online setting to
generate recommendations. Second, since it is a hybrid approach
relying on users’ past interactions and on textual information, it
addresses in particular the item cold-start problemwhich, to the best
of our knowledge, has not been studied yet in the context of online
recommendation. Third, its capacity of automatically detecting and
adapting to drifts makes it suitable for real-world scenarios where
changes in topics of document streams are frequently happening
due to unexpected events and need to be considered for a better
quality of recommendation.

The remainder of the paper is organized as follows. In Section 2,
we discuss previous work on several topics related to our work.
Section 3 proposes a reminder of LDA, ADWIN, and Incremental
Matrix Factorization on which our method, detailed in Section 4,
is based. Experiments and results are presented and discussed in
Section 5. Finally, Section 6 concludes the paper.

2 RELATEDWORK
In this Section, we review related work on hybrid RS, online RS,
relevant variants of LDA, and news recommendation.

Hybrid RS. The cold-start problem [37] occurs in RS when new
users or new items are introduced into the system. While recom-
mending new and fresh items is essential, CF methods have diffi-
culties in doing so, as no or few feedback related to these items is
observed. Hybrid RS are able to recommend new items by leverag-
ing auxiliary information. They also help alleviate the sparseness
of rating or feedback data, thus improving the quality of recom-
mendation.

To this end, previous work has utilized text data such as ab-
stracts [41], synopses [42] or reviews [2]. Several techniques have
been used to model documents like LDA [41], stacked denoising
autoencoders [42] or convolutional neural networks [26]. Images
have also been leveraged in this context and visual appearances of
items can be added to the preference model [20].

While most hybrid RS are designed to work in batch, we propose
an online hybrid RS that is able to address the item cold-start prob-
lem in a dynamic environment where items are added in real-time.

Online RS. Maintaining recommendation models up-to-date as
new data is generated is essential to preserve the quality of rec-
ommendation over time [9]. Online RS are expected to learn from
continuous data streams and adapt to changes in real-time. Ele-
ments of a data stream arrive in real-time at high rates and are pro-
cessed sequentially using limited resources. Online RS are therefore
based on incremental models like incremental neighborhood-based
models [32] and incremental matrix factorization (using stochastic
gradient descent [40] or alternating least squares [21]).

User preferences and item descriptions are expected to change
over time in different ways, at different moments, and at different
rates. While some existing approaches consider the evolution of
entities over time [11, 18, 27], they are not adapted to the online
setting. Incremental learning is a way of passively adapting to cur-
rent changes in the data distribution by continuously learning from
new data. Actively accounting for changes in user preferences has
been based on the intuition that users’ recent observations are more
relevant than older ones. Sliding window techniques have been
explored in this direction [31, 35, 38]. We note that these techniques
make assumptions concerning the relevance of old observations
and the rate at which all preferences drift, which are not always
accurate.

From the point of view of the RS, a change of user preferences
has an impact on a local scale since it only concerns a single user,
whereas a change of item description or popularity affects the
recommendation across all users and has a more global impact.
Among the few works that considered concept drifts in the context
of online recommendation, the focus has been on considering local
changes occurring on the user level.

In this work, we manage to detect drifts on the item level in the
topic model meant to handle the stream of documents describing
items and we adapt the model when it is needed.

Topicmodeling and concept drifts. Topic modeling is a machine
learning task which consists in associating a document seen as
an unordered list of words with a vector of topics, i.e., of word
distributions. One of the most influential topic modeling method is
the generative model of Latent Dirichlet Allocation (LDA) [6]. LDA
models a document as a multivariate distribution, the parameter of
which is drawn from a Dirichlet distribution. The popularity of LDA
is due to its simplicity and modularity, as well as its interpretability.

In se, LDA is not designed for evolving environments but only
to infer topics inside a batch of accessible documents. Variants
have been proposed to include a temporal aspect to LDA, including
situations where the distribution evolves over time. A first variant,
called Dynamic Topic Models (DTM) [5], considers that the word-
topic distribution varies over time. At each time step, this parameter
is re-evaluated, conditioned by its value at the previous step. The
same idea, but implemented at the level of a paragraph in a book,
is proposed by SeqLDA [13]. A major drawback of these methods
and other temporal adaptations of LDA (such as [19]) is the use of
time slices, the size of which is arbitrary and does not depend on
the observed data. In particular, changes in topic distribution can
happen within a time period significantly smaller than the length
of the chosen window. Continuous time models offer solutions to
this problem [24]. A pioneer continuous time method [43] modifies
LDA by assuming that word distribution over topics depends on
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word co-occurrences, but also on the date of the document. Despite
the benefit of this method, it cannot be used in practice for stream
analysis since the learning is made offline: it requires the whole
dataset to be accessible in one batch to be able to infer the model.

For this reason, existing topic modeling methods are not suitable
for data stream mining. Learning from data streams presents two
major difficulties: the online nature of learning and concept drift.
Concept drift designates the possible change in distribution that can
happen in temporal and non-stationary environments [17]. Two
main strategies are adopted to cope with concept drift. On one
hand, passive methods adapt the model at each time step, no matter
whether a change actually occurred. On the other hand, active
methods focus on detecting drifts and adapt the model only when
a drift is detected. Among active methods, ADaptive WINdowing
(ADWIN) [3] gained a lot of interest recently for the simplicity of
its approach (comparing average values of a time series on sub-
windows) and for the theoretical guarantees it proposes.

The approach we propose in this paper is based on AWILDA [34]
which combines LDA model and ADWIN algorithm for drift detec-
tion in data streams and which we present in Section 3.

News recommendation. The problem we address in this paper
is common in the setting of tweets [10], articles [41], and news
recommendation [14]. Our approach can be used to perform online
recommendation of new items in any domain, whenever a textual
description is available. We review in particular the related problem
of news recommendation since it has been specifically studied in
the literature.

News articles are continuously generated and while some of
them could be relevant several weeks after the publication date,
others have a shorter life cycle. Therefore, news recommendation
often considers recency and popularity [1, 12]. This is done for
example by filtering candidate articles for recommendation based
on recency among other criteria [4]. Readers’ interests are captured
using the categories of the articles (if available) or keywords related
to the articles’ topics [12, 29] and are used for CB recommendation.
Hybrid approaches combining CB and CF usually perform best for
the problem of news recommendation [8, 28, 29]. Combining long-
term and short-term preferences has also proven to be beneficial in
this context [14, 29]. In addition, session-aware RS have been used
to address this problem, given that users are not always identified
when browsing on news platforms. Session-aware RS focus on
transitions between items, formulating the problem as a Markov
decision process [14] or using recurrent neural networks [22].

Our work addresses the wider and more generic problem of
online recommendation that could occur in any domain and with
no existence of sessions. We only require a textual description of
items which can be easily collected from abstracts or reviews. We
leverage CF and online topic models, and we consider the evolution
of content through drift detection for modeling items.

3 PRELIMINARIES
The approach we propose merges three existing techniques of three
unrelated domains. The purpose of this section is to present these
techniques.

3.1 Latent Dirichlet Allocation
Latent Dirichlet Allocation (LDA) [6] is a generative model describ-
ing text documents and corpora. The key notion involved in the
description of a document is the notion of topic. A topic corresponds
to a word distribution (for instance in a music-oriented corpus, the
word “concert” would have a higher probability to be drawn than
in a sport-oriented corpus) and a document is described as a mix-
ture of topics. Topics are learned in an unsupervised fashion and,
thus, do not necessarily correspond to human-understandable con-
cepts [7]. The generative process, presented in Figure 1, is described
as follows:

(1) Choose θ ∼ Dirichlet(α)
(2) For each wordwn in document:
• Choose a topic zn ∼ Mult(θ )
• Choose a wordwn from the multinomial p(wn |zn , β)

α θ z

β

w

N

M

Figure 1: Generative model for Latent Dirichlet Allocation

In terms of document analysis, the parameters of LDA can be
understood in the following way:
• Vector α represents the global topic trend. For instance, a
parameter α = (1, . . . , 1) corresponds to a uniform choice
over all topics, on average. The higher the component αi ,
the more frequent topic i will be in the whole corpus.
• Matrix β stores the probability of words inside topics. If a
wordw is set to belong to topic z, then it will be chosen with
probability βz,w .
• Vector θ corresponds to the topic distribution inside one
document.

A training of LDA model is possible based on maximum likeli-
hood principle [6]. In practice, it is suggested to use either Gibbs
sampling or variational inference for this task. An online version of
variational inference is usually preferred [23] based on a stochas-
tic gradient descent. In this version, data are not supposed to be
received as a batch, but are processed one by one. However, the
context is not the same as stream mining. In online LDA, all data
are generated by the same distribution (stationary) and concept
drift is not considered.

3.2 Adaptive Sliding Window
Adaptive Sliding Window algorithm (ADWIN) [3] is an active strat-
egy used for classification of data with concept drift adaptation.
The algorithm uses a sliding windowW to detect a change in a
series of one-dimensional observations. In a supervised context,
these observations usually correspond to risk measures. The scores
are stored by ADWIN in a sliding windowW at each observation.
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A drift is detected if the windowW can be separated into two sub-
windowsW = W0W1 such that the difference of means µW0 and
µW1 in the sub-windows is large enough (above a parameter ϵ).

In addition to the extreme simplicity of the method, ADWIN
also benefits from a strong theoretical justification. In particular, it
can be shown that, depending on the threshold ϵ only, probabilities
of incorrectly detecting a drift (false positive rate) and correctly
detecting a drift (false negative rate) are bounded.

3.3 Incremental Matrix Factorization

Matrix factorization (MF) is a popular collaborative filtering
technique used to model users’ interactions by representing users
and items in a space of latent factors learned from the data. If R
designates the matrix of interactions (where Rui = 1 if the user
u interacted with the item i , and 0 otherwise), then MF aims to
approximate R as a product of two matrices P andQ by minimizing
over P and Q :∑

(u,i)∈D

(
Rui − PuQT

i

)2
+ λu ∥Pu ∥2 + λi ∥Qi ∥2 (1)

where D is the set of observed interactions, and λu and λi are regu-
larization parameters. The score of an item i for a user u, denoted
by R̂ui , is computed using the scalar product between Pu and QT

i .
Items are ordered by descending proximity of R̂ui to the value 1,
and top-N items are recommended for u.

Classic algorithms for MF are not suitable for a data stream
setting. A variant of MF adapted to the incremental nature of data
streams [40] suggests the following procedure. Observations ⟨u, i⟩
are received one after the other and handled by the algorithm. For
each received observation, P and Q are updated using the gradient
of the objective for this observation only (which corresponds to
an estimator of the gradient on the whole dataset). When either a
user or an item are observed for the first time, they are added to the
matrices with a random initialization, and the values of P and Q
are then updated using the observation.

4 ADAPTIVE COLLABORATIVE TOPIC
MODELING

In this Section, we present the proposed algorithm for adaptive
collaborative topic modeling. Our algorithm is split into two com-
ponents: drift detection in topic modeling and collaborative topic
modeling.

4.1 Adaptive Window based Incremental LDA
We first present the algorithm used for topic drift detection in
LDA which merges the drift detection property of ADWIN with
parameter estimation in the training of the LDA model.

The algorithm, called Adaptive Window based Incremental LDA
(AWILDA) [34], is based on the idea that a change of distribution
will induce a drift in the likelihood of the model. Following this
idea, a change in the LDA distribution can be detected by ADWIN
by processing the series of likelihoods.

AWILDA is based on two models of LDA. The first model, de-
noted by LDAm , is used for document modeling. The second model,

denoted by LDAd , is used for the detection of drifts only. When a
new document is received, the algorithm works as follows:

(1) Compute likelihood L = p(w |LDAd ) for model LDAd .
(2) Process L with ADWIN.
(3) If ADWIN detects a drift for window decompositionW =

W0W1:
• Retrain LDAm based on the documents inW1.
• Retrain LDAd based on the documents inW1.

(4) Update LDAm from the new document based on the online
LDA algorithm.

The idea is to split the task of prediction and the task of drift
detection by separating the models. The model used for predic-
tion, LDAm , is kept up to date while no drift is detected. On the
contrary, the model LDAd is not modified; otherwise, the detected
changes might not originate only from a change in the data distri-
bution, but also from the change of the model.

The AWILDA algorithm benefits from all the advantages of AD-
WIN. In particular, it offers a strict control of false positive rate and
false negative rate. If the underlying data generation process does
not change, the distribution of the likelihood is stationary, which
makes the theorems relative to ADWIN still valid.

In practice, the likelihood cannot be used directly: Since it mea-
sures probabilities, the values of likelihood observed on real (and
artificial) data are very low and cannot be well distinguished. For
this reason, we use the loglikelihood in practice. The value of the
loglikelihood is not bounded which is a problem with respect to
the theory of ADWIN. However, we noticed that the values evolve
inside an interval of low amplitude and can be lower-bounded.

The loglikelihood of an LDA model is not computable in practice.
Consequently, we use the lower-bound proposed by [6] and [23] as
part of the variational inference training process.

4.2 Adaptive Collaborative Topic Modeling
Collaborative Topic Modeling (also called Collaborative Topic Re-
gression, or CTR) [41] is a popular framework which was initially
introduced to recommend scientific articles. CTR assumes that doc-
uments describing items are generated by LDA and it represents
users with topic interests. CTR introduces an additional latent vari-
able that offsets the topic proportions when modeling the user
interactions. This offset is learned from the feedback data using CF
and is added to represent the fact that two items having similar
topic proportions can be interesting to different types of users. The
topic model used in CTR is LDA and the latent factor model is
Probabilistic Matrix Factorization [33].

CTR alleviates the problem of feedback sparsity by leveraging
auxiliary information. It is also able to recommend existing items
and new items in the case of cold start, and proposes an inter-
pretable latent structure for users and items. However, the models
used in CTR are learned offline and CTR is not adapted for online
recommendation. In the following, we propose CoAWILDA which
benefits from the cited advantages of CTR, is adapted to the online
setting, and takes into account the non-stationarity nature of data
in an evolving environment.
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In our setting, observations are supposed to arrive in real-time
and aremainly of two types. First, interactions, denoted by ⟨u, i⟩, des-
ignate positive actions (clicks, ratings) performed by users and con-
cerning a certain item. Second, additions of items, denoted by ⟨i,doci ⟩,
usually occur when a new item becomes available at a certain time
step and we consider cases where a textual description of the new
item is provided.

Algorithm 1 Overview of CoAWILDA
Data: set of observations O
Input: number of latent factors K , learning rate η,

regularization parameters λu and λi
Output: P , Q

1: for o in O do
2: if o = ⟨i,doci ⟩ then ▷ new item added
3: θi ← AW ILDA(doci )
4: ϵi ∼ N(0, λ−1i IK )
5: Qi ← θi + ϵi
6: end if
7: if o = ⟨u, i⟩ then ▷ interaction received
8: if u < Rows(P) then ▷ new user observed
9: Pu ∼ N(0, λ−1u IK )
10: end if
11: eui ← 1 − Pu .QT

i
12: Pu ← Pu + η(euiQi − λuPu )
13: ϵi ← ϵi + η(euiPu − λiϵi )
14: Qi ← θi + ϵi
15: end if
16: end for

CoAWILDA is presented in Algorithm 1. When a new item is re-
ceived, we use AWILDA to model the descriptive document and ex-
tract topic proportions θi . The item latent vectorQi representing an
item i results of the addition of the topic proportions θi and an item
latent offset ϵi . When a new interaction ⟨u, i⟩ is observed, we up-
date the user latent factor Pu and the item latent offset ϵi following
the procedure of incremental MF. Recommendation is performed
as described in Section 3.3 where R̂ui = Pu .Q

T
i = Pu .(θi + ϵi )T .

5 EXPERIMENTS
In this Section, we present the experiments we conducted to prove
the effectiveness of our approach. We first show how AWILDA
performs when modeling a stream of documents and then discuss
how our approach performs when addressing the problem of online
recommendation, using real-world datasets.

Datasets. We study the problem of online recommendation where
observations are being received in real-time. Data used to evaluate
our approach should be chronologically ordered and should include
user interactions and the addition of items over time with a corre-
sponding textual description. We note that these two characteristics
are not always available in datasets commonly used to evaluate RS.
In our work, we use two real-world datasets: the ml-100k and the
plista datasets.

Theml-100k dataset corresponds to theMovieLens 100k dataset 1
and gathers 100,000 ratings from 1,000 users on 1,700 movies, span-
ning over 18 months. Since we are addressing the problem of rec-
ommendation with implicit feedback (positive-only data), our goal
is to recommend the movies the user is going to rate. We note that
the dates reported in ml-100k correspond to the rating date of the
movies and not to the actual watching date. Knowing that we are
not concerned with the problem of evolution of user preferences
in this work, we use ml-100k to evaluate our approach. Movies
become available according to their reported release date, and we
use DBpedia 2 to collect abstracts written in English and describing
each one of them.

The plista dataset is described in [25] and contains a collection
of news articles published in German on several news portals. The
available dataset captures interactions collected during the month
of February 2016. We remove from the dataset interactions corre-
sponding to unknown users, users with less than three interactions,
and items with no available textual description. Finally, the dataset
gathers 32,706,307 interactions from 1,362,097 users on 8,318 news
articles.

Documents from both datasets have been preprocessed bymainly
removing stop words, removing words occurring once, and stem-
ming remaining words.

5.1 Performance of AWILDA for topic
modeling

Evaluation protocol. AWILDA is proposed to model a stream of
documents using drift detection. In our experimental setting, we
consider that we are receiving documents describing items one
after the other, ordered by their availability date (e.g., release or
publication date). For each received document, we evaluate the
topic model and process the document to update the underlying
model. We use the first 20% documents of the stream to train the
model which is evaluated on the remaining documents.

Evaluation measure. The goal in document modeling is to maxi-
mize the likelihood on unseen documents (Dtest ), given a trained
topic model. Perplexity measures the ability of a model to general-
ize to new data and is used to evaluate topic models [6]. Perplexity
is defined as follows:

perplexity(Dtest ) = exp

{
−
∑M
d=1 log2 p(wd )∑M

d=1 Nd

}
(2)

whereM designates the total number of documents in Dtest . In the
actual use of perplexity, the probability p(wd ) is approximated by
its upper-bound (given by the variational inference) as explained
in Section 4.1. A lower value of perplexity indicates a better gen-
eralization capacity. Since we are handling document streams, the
perplexity is reported for each received document using the current
model.

Methods compared.We compare the performance of AWILDA to
the online version of LDA [23], considering its capacity to handle
document collections arriving in a stream. We show the results for

1http://www.movielens.org
2http://www.dbpedia.org
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Figure 2: Performance evaluation of online LDA and AW-
ILDA for the task of document streammodeling onml-100k
(first subfigure) and plista, (second subfigure) using themea-
sure of perplexity.

experiments where we set the number of topics to 10, knowing that
similar patterns appear for different values of this parameter.

Results. Figure 2 shows the perplexity measured on the document
streams of ml-100k and plista for AWILDA and online LDA. The
perplexity is represented as amoving average with a slidingwindow
of 200 observations. The red dotted vertical line marks the detection
of a drift by AWILDA. AWILDA detects two drifts for the held-out
documents of ml-100k and five drifts for plista. This difference
in behavior is expected knowing the volume and nature of both
datasets (movies vs. news).

Before detecting any drift, online LDA and AWILDA are trained
in the same way and on the same data, which explains the close
values of perplexity. After detecting the first drift, AWILDA outper-
forms online LDA for the task of document modeling. As documents
continue to arrive, AWILDA is more adapted to the new data. Its
drift detection component allows it to adjust to changes after each
drift, resulting in a better performance. A further analysis of the
datasets with experts from both domains will help to establish the

link between the detected drifts and real-life events occurring in
the same time period, for better understanding and explainability.

5.2 Performance of CoAWILDA for online
recommendation

Evaluation protocol. RS are traditionally evaluated using holdout
methods. These methods are not adapted to the online setting [39]
mainly because when we randomly sample data for training and
testing, we lose the temporal dimension and do not respect the
original order of observations.

Since the topic model requires an initial phase of training, we
adopt the evaluation process introduced in [30]. We sort the dataset
chronologically and then split it into the following three subsets:
• Batch Train subset. The first 20% of the dataset is used for
the initial training of the models.
• Batch Test - Stream Train. The next 30% of the dataset
is used for the validation of the initialized models, and for
incremental online learning to ensure the transition between
the first and the last phase.
• Stream Test and Train. The last 50% of the dataset is used
for prequential evaluation, which is a test-then-learn proce-
dure performed while iterating over the observations [16].
Each observation ⟨u, i⟩ is used to evaluate the model by gen-
erating recommendations for user u and then to update the
model using ⟨u, i⟩.

Evaluation measures.We use recall@N and DCG@N to measure
the quality of recommendation. These metrics are described in [15]
for the online setting. We report the results for the Stream Test and
Train subset.

Parameters.We performed a grid search over the parameter space
of the methods in order to find the parameters that give the best
performance. We report the performance corresponding to the pa-
rameters leading to the best results. The parameters are reported
along with the methods below.

Methods compared. Since previous work has demonstrated the
advantages of using online recommendation compared to batch
recommendation [15, 40], we focus on incremental methods. We
also only consider one approach for incremental MF, knowing
that our method, CoAWILDA, can integrate any other algorithm
for incremental MF or any model-based method. We compare the
performances of several incremental methods adapted to the online
setting, including variants of the one we propose.
• CoAWILDA is the method we propose, combining ADap-
tive Window based Incremental LDA (AWILDA) for topic
modeling and incremental MF for CF. Forml-100k, we set the
number of topics K = 20, η = 0.04, λu = 0.01, and λi = 0.1.
For plista, we set K = 10, η = 0.042, λu = 0.01, and λi = 0.1.
• CoLDA relies on classical online LDA [23] for topic model-
ing and incremental MF for CF. It replaces AWILDA from
CoAWILDA with classical online LDA. For ml-100k, we set
K = 20, η = 0.05, λu = 0.01, and λi = 0.1. For plista, we set
K = 10, η = 0.045, λu = 0.01, and λi = 0.1.
• AWILDA denotes the method we propose for adaptive topic
modeling. We try to use it for recommendation without
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Figure 3: DCG@Ni of our approach CoAWILDA and other
variants and incremental methods for ml-100k (first subfig-
ure) and plista (second subfigure), whereNi is the number of
available items. The evolution of DCG@Ni with the number
of evaluated observations is reported.

the collaborative component by representing users in the
space of topics and updating their profiles as we get more
observations. For ml-100k, we set K = 20, η = 0.04, and
λu = 0.01. For plista, we setK = 10,η = 0.042, and λu = 0.01.
• MF is the incremental MF [40]. Compared to CoAWILDA
and CoLDA, MF does not leverage content information about
items. For ml-100k, we set K = 50, η = 0.01, λu = 0.02, and
λi = 0.02. For plista, we set K = 50, η = 0.008, λu = 0.01,
and λi = 0.01.
• Knni is the incremental item-based approach proposed in [32].
We set the number of neighbors to 300.
• Rand randomly selects items for recommendation.

Results. Figure 3 shows the DCG@Ni of the methods we compare
for ml-100k and plista, where Ni is the total number of items in-
cluded in each dataset. The idea is to evaluate how each approach
performs when ranking the items for each user. We report the met-
ric value with respect to the number of observations processed in

order to analyze its evolution over the time spanned by the Stream
Test and Train set.

CoAWILDA outperforms all the other methods evaluated for
both datasets. The comparison between CoAWILDA and CoLDA
demonstrates the effectiveness of AWILDA for modeling document
streams describing new items and for improving the quality of
item modeling and thus recommendation. CoLDA is not able to
adjust to drifts occurring in topic modeling which deteriorates the
recommendation quality over time.

The performance of CoLDA for plista can be divided into two
phases. In the first one, the topic model is still able to carry out
good document modeling and is beneficial for the recommendation:
CoLDA performs better in terms of item ranking than MF which
does not account for content analysis. In the second phase, and with
the incapacity of online LDA to adjust to drifts, MF outperforms
CoLDA. This means that not only the topic model is not adapted to
newly received data, but it is also badly affecting the recommenda-
tion quality and there is no interest in using it anymore. We also
note the importance of evaluating the evolution of the models over
time to show how they are affected by eventual changes occur-
ring in the data. This phenomenon appears for plista where more
frequent drifts occur over time, mainly due to the nature of news
data. Concerningml-100k, CoLDA performs better than MF but still
worse than CoAWILDA.

AWILDA is a content-based method and only relies on topics
extracted from items to model user preferences. It performs poorly
compared to the othermethods and proves the importance of having
a CF component. Knni performs better than AWILDA but is not as
robust as MF and the hybrid approaches evaluated.

The number of available items grows significantly over time
in plista. This results in the dropping of performance (in terms of
ranking) of all methods over time. This is not the case in ml-100k,
since only few movies are added in the corresponding time period.
More data is received and more learning is done over time, which
can explain the improvements in the performance of CoAWILDA
and CoLDA.

Figure 4 and Figure 5 show the recall@5, recall@10, recall@50,
and recall@100 of our approach, CoAWILDA, and its variants on
ml-100k and plista respectively.

The experiments for ml-100k confirm the ideas we mentioned
before. CoAWILDA outperforms the other variants and performs
better than CoLDA which relies on online LDA and does not adapt
to changes in the data. CoLDA performs better than MF demon-
strating the benefits of using content information. AWILDA relies
only on content information which is a weak approach to model
user preferences when used alone.

The experiments for plista highlight an interesting behavior. For
recall@5 and recall@10, MF performs better than CoLDA for all
considered observations. For recall@50 and recall@100, we observe
two different behaviors where, first, CoLDA performs better than
MF, and then MF outperforms CoLDA. We recall that the reported
results are measured on the second half of the dataset (Stream Test
and Train subset). Drifts may have occurred during the training
phase, which is typically the case for plista. When measuring the
recall@N, CoLDA is already weakened by the drifts that have hap-
pened and that were not taken into account. This leads to a point
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Figure 4: Recall@5, recall@10, recall@50, and recall@100 of our approach CoAWILDA and its variants onml-100k.

Figure 5: Recall@5, recall@10, recall@50, and recall@100 of our approach CoAWILDA and its variants on plista.

where the information learned by the topic model hurts the quality
of recommendation, and MF starts performing better than CoLDA.
This change of behavior occurs at different moments, depending
on the recall we are measuring. For a higher N (i.e., recall@50,
recall@100), the performance of CoLDA remains above the perfor-
mance of MF for a longer time than for a lower N (i.e., recall@5,
recall@10). Top list recommendation is thus more affected by the
deterioration of the topic model.

All experiments demonstrate the effectiveness of using CoAW-
ILDA, the strength of which relies on adapting to changes occurring
in the data. Methods that do not detect and adapt to these changes,
i.e., CoLDA, perform worse than CoAWILDA.

6 CONCLUSION
In this paper, we address the problem of online recommendation
in dynamic environments and we tackle several subjects at once:
hybrid approach for recommendation (merging CF and CB), recom-
mendation with concept drifts, and collaborative topic modeling.
The solution we propose, which we call CoAWILDA, is designed
for online recommendation where textual descriptions of items
are provided as new items are becoming available. It combines the
advantages of the drift detection method ADWIN, the flexibility of
online LDA, and the online nature of incremental matrix factoriza-
tion. In the proposed setting, user interactions arrive in a stream
and the method adapts to new items becoming available and to user
interactions. Leveraging the advantages of both document analysis
and users’ interactions, CoAWILDA is particularly suitable to alle-
viate the problem of cold start and offers an elegant and generic
solution to deal with drifting item distributions. Since very few

training is necessary, the algorithm is truly online and can run in
real-time.

An experimental validation on two real-world datasets has shown
the actual efficiency of the proposed methodology. CoAWILDA out-
performs its variants and other incremental methods we evaluated.
In particular, it has been shown that a topic model which is not
adjusting to drifts can hurt the quality of recommendation to an
extent where its removal results in a much better performance. For
that matter, recommendation at the top of the list is firstly affected.

In the context of this paper, we focused on the task of topic
mining on textual items, but the idea of combining item modeling
with a drift detection method (in particular with ADWIN) can be
extended to other domains. Future work will consider new domains
and will investigate how adaptive sliding window drift detection
can be extended to improve online recommendation.
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