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LTCI - Télécom ParisTech

Paris, France
marie.alghossein@telecom-paristech.fr

Antoine Cornuéjols
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Abstract—Extracting global themes from a written text has
recently become a major issue for computational intelligence, in
particular in Natural Language Processing communities. Among
all proposed solutions, Latent Dirichlet Allocation (LDA) has
gained a vast interest and several variants have been proposed
to adapt to changing environments. With the emergence of data
streams, for instance from social media, the domain faces a new
challenge: topic extraction in real time. In this paper, we propose
a simple approach called Adaptive Window based Incremental
LDA (AWILDA) originating from the cross-over between LDA
and state-of-the-art methods in data stream mining. We train
new topic models only when a drift is detected and select
training data on the fly using ADWIN algorithm. We provide
both theoretical guarantees for our method and experimental
validation on artificial and real-world data.

I. INTRODUCTION

The abundance of text sources provided by online platforms
and social networks offers new opportunities and introduces
new challenges in the domain of text modeling. Two classes
of methods have emerged, based either on n-gram language
models [1] or probabilistic topic modeling [2]. While the first
class focuses on semantic modeling of languages based on
the order of words, probabilistic topic modeling describes
documents as an unordered bag of words drawn from mix-
tures of word distributions called topics. Even if the human
interpretation of topics remains hard to achieve [3], these
frameworks are used for a large variety of tasks ranging
from text analysis [4], [5], recommendation [6], [7], sentiment
analysis [8] to image annotation [9]. Among topic models,
Latent Dirichlet Allocation (LDA) [10] has gained more and
more attention for its simplicity and its modularity. Several
variants of the original model have been developed to achieve
new tasks that cannot be performed with the original model
(see for instance [5], [7]).

The base model of LDA infers topic distributions from
a given batch of documents. This setting is not adapted to
evolving environments, including text mining on documents
generated continuously at high rates or streams of documents.

Nevertheless, solutions have been proposed to adapt LDA to
temporal frameworks where the data distribution varies over
time. Dynamic Topic Models (DTM) [11] are an attempt to
include a dynamic behavior into LDA. DTM models the word-
topic distribution, i.e., the distribution of words inside a topic,
as an evolving parameter. The distribution of this parameter at
time t is defined with respect to its distribution at time t− 1.
A closely related idea is developed by SeqLDA [12], but it
is applied at the level of a book where the time parameter
is associated to the index of the paragraph. An alternative is
offered by continuous-time models [13] which assume that the
distribution over topics is influenced by word co-occurrences
(such as in standard LDA) and by the document date. The
major disadvantage of this method is its offline nature: the
model can only be learned once we have the whole corpus. It
is thus inefficient in the context of stream mining. A frequent
strategy for stream mining with LDA consists in grouping
documents by time slices (see for instance [11], [14]). On
the other hand, online incremental LDA offers an interesting
alternative since it does not require storing previous data and
relies only on the new received documents [15]. The major
problem of this method is the difficulty of defining time slices.
In particular, modifications in topics might occur on a time
period significantly smaller than the chosen time slice. This
scale-dependency is taken into account by some continuous-
time methods [13], [16].

Our approach takes a completely different direction. We
propose to use change detection methods to estimate change
of topics in document streams. Learning with distribution
changes, also called concept drift, has been widely investigated
in a supervised setting [17], [18], [19]. Two global classes
of methods emerge from this domain. Passive algorithms
update the model for each received observation, no matter
whether a drift actually occurred or not. On the contrary, active
algorithms focus on detecting the drift and update the model
only when a drift is found. All the methods presented for
streaming topic models belong to the passive class of methods.



Knowing when the topic changes remains a crucial question
in several domains like event detection [20]. Among active
methods, sliding windows are intuitive approaches which
consist in storing recent data only in memory. The width of
the window can be fixed like in FLORA [21] or adaptive like
in ADWIN [22].

The approach we propose is a combination of online
LDA [23] and ADWIN. The idea is to detect drifts by changes
of likelihood and to alternate online refinement of the model
when no drift is found with batch training of the model when
it is needed. A main advantage of our method is that it does
not rely on pre-calculated time slices but it is a real online
algorithm. The data used to train the model after drift detection
is automatically selected by the algorithm.

The remainder of this article is organized as follows. In
Section II, we propose a reminder of LDA and ADWIN,
on which our method is based. In Section III, we present
our method and the algorithm. An experimental validation
is presented in Section IV and a conclusive discussion is
proposed in Section V.

II. REMINDER: LDA AND ADWIN

A. Latent Dirichlet Allocation

Latent Dirichlet Allocation [10] is a probabilistic graphical
model designed to provide a definition of documents based
on latent features called topics. A topic corresponds to a word
distribution and a document is modeled as a weighted mixture
of topics. The generative process can be described as follows:

1) Choose θ ∼ Dirichlet(α)
2) For each word Wn in document:

a) Choose a topic zn ∼Mult(θ).
b) Choose a word wn for the multinomial

p(wn|zn, β).
The corresponding generative model is given in figure 1.

Fig. 1. Generative model of Latent Dirichlet Allocation

In this model, several parameters have a direct interpretation
in terms of document analysis. First, the α parameter (hence
the parameter of the Dirichlet distribution) influences the pa-
rameter of the multinomial topic distribution and corresponds
to the mean value of a topic distribution θ inside a document.
For instance, when α = (1, . . . , 1), the topics are uniformly
represented in documents. This parameter is important in
document stream analysis since it depicts the topic trends. The
parameter β is a word-topic distribution: the t-th column of

matrix β is the vector of probabilities for a word to be drawn
inside t-th topic.

LDA is trained either offline [10] or online [23], following
Maximum Likelihood Principle. The algorithms used for the
optimization are usually based on variational inference or
Gibbs sampling. These methods will not be discussed in this
paper.

B. Adaptive Sliding Window

Adaptive Sliding Window [22] is an algorithm developed
for active mining of data streams. The idea of ADWIN is to
keep a sliding window W with the most recent observations
of a stream of real-valued elements xt. At every time step, the
algorithm adds the new element to the window W and decides
whether the new W contains a drift or not.

The principle of ADWIN can be summed up as follows. The
algorithm compares the mean of elements of sub-windows W1

and W2 of W . If the difference of means µW1
and µW2

of the
two sub-windows is large enough and the size of the windows
is large enough, then a drift is detected. The non-rigorous
notions of “large enough” is defined through the choice of
a statistical test for the detection.

Besides its real simplicity, ADWIN admits a couple of
interesting theoretical properties. Among them, bounds are
given for the probability of incorrectly splitting the current
window (false positive rate bound) and correctly splitting the
window (false negative rate bound).

III. ADAPTIVE WINDOWING FOR TOPIC DRIFT DETECTION

A. Principle

The proposed method for topic change detection is based
on the use of ADWIN combined with a training of LDA. We
propose a framework in which documents arrive one by one in
the form of a data stream. A document received at time step t
is denoted by wt. Given parameters (α, β) and known latent
variables (z, θ), the likelihood of the model is given by:

L(w) =

Γ (
∑
i αi)∏

i Γ(αi)

∫ ( k∏
i=1

θαi−1
i

) N∏
n=1

k∑
i=1

V∏
j=1

(θiβij)
wj

n

 dθ

(1)

where Γ is the gamma function and wjn measures the quantity
of word j in document n.

A change in the stream of likelihood corresponds to a
change in the data distribution and can be detected by ADWIN
algorithm. The selected indexes by ADWIN correspond to the
documents received after the drift.

The principle of our method relies on a couple of intuitive
guarantees:
• The likelihood measures the generative quality of the

model with regards to observed data. When a model is
not adapted, the likelihood decreases.



• ADWIN is sensitive to changes in the mean value of a
time series. Thus, it will detect a change in the likelihood
caused by a change of the model.

• ADWIN will select large sub-windows to train a new
LDA model. The drift will be predicted with a better
accuracy for large window sizes, which is also optimal
to train a LDA model.

Following this idea, our method can be described as follows.
At time step t, the system has access to a LDA model Mt

which describes the data. When the system gets a new docu-
ment, we compute the likelihood of observing the document,
adds it to the current window, and inspects it with ADWIN to
check if a drift occurred. When a drift is detected, the current
LDA model is trained on the documents selected by the kept
sub-window.

B. Algorithm

The algorithm we present is a direct implementation of
these ideas. It is based on the idea of separating the tasks
of document modeling and topic drift detection by associating
a different model for each task. The LDA model used for
document modeling is denoted by LDAm and the LDA model
used for drift detection is denoted by LDAd .

The LDA model used for document modeling, LDAm , is
updated with each received document and retrained when a
drift is detected.

For each received document, our approach, called Adaptive
Window based Incremental LDA (AWILDA), computes the
associated likelihood of the model LDAd and adds it to
ADWIN. If a drift is detected, the model LDAm is retrained
on the sub-window selected by ADWIN. Besides, LDAm is
updated with each received document based on Online LDA
algorithm. We note that to initialize the model, we train it
on a relatively small chunk of documents before starting the
detection.

Whereas the LDA model used for document modeling,
LDAm, is updated with each received document and retrained
when a drift is detected, the LDA model used for topic drift
detection, LDAd, is retrained on the sub-window selected by
ADWIN for each detected drift. It is not updated as more
documents are received.

C. Theoretical guarantees

Since it is based on theoretically trusted algorithms, AW-
ILDA presents interesting theoretical properties which guar-
antee the quality of its results regarding drift detection.

We introduce the same notations as presented in [22]. We
consider a window W of length n which is divided into two
sub-windows W0 and W1 of respective sizes n0 and n1. Let
m be the harmonic mean of n0 and n1 (hence 1

m = 1
n0

+
1
n1

). We suppose that, in ADWIN, the drift is detected for
|µ̂W1

− µ̂W0
| ≥ εcut (where µ̂W0

designates the mean value
over sub-window W0). Let δ be such that:

εcut =

√
1

2m
ln

4n

δ
(2)

With these parameters, Theorem 3.1 in [22] ensures both
false positive rate bound and false negative rate bound. These
results can be adapted to our setting.

Theorem 1. At every time step, if documents are generated
by a single LDA model in time period covered by W , the
probability that AWILDA detects a drift at this step is at most δ.

Proof. On the covered window, ADWIN gets a time se-
ries Xt = L(Dt) where Dt are equally distributed (for a
single LDA model) and L represents the likelihood of LDAd

which is constant on W for AWILDA. Thus the mean of the
variables remains constant on W . The conclusion follows from
the properties of ADWIN.

Following the same direction, the following theorem can be
proven for false negative rate bound.

Theorem 2. Suppose that, at a time step t, window W
can be split in two parts W0 and W1 and documents
are independent and identically distributed by a LDA dis-
tribution LDA0 (resp. LDA1) on sub-window W0 (resp.
W1). If |ED∼LDAd

[pLDA1
(D)− pLDA0

(D)]| ≥ 2εcut, then
with probability 1 − δ AWILDA detects a drift inside sub-
window W1.

Proof. The idea of the proof is the same. The mean value of
Xt = L(Dt) on sub-window W0 is:

µt = ED∼LDA0
[pLDAd

(D)] = ED∼LDAd
[pLDA0

(Dt)]

An equivalent result can be found for W1, and the theorem
comes directly.

Unlike for theorem 1, a simple interpretation of theorem 2
is not direct. For instance, two LDA models can be distinct
and not share the targeted property. Finding conditions on the
parameters of the three distributions is an interesting task that
we will not address in this paper. However, it has to be noticed
here that the guarantee on the false negative rate depends on
the choice of LDAd .

D. Nature of the drift

In practice, concept drift can happen in different ways. A
drift is called abrupt when it happens at a given time step at
any amplitude. On the other hand, a drift is called gradual
when small distribution variations are happening at each time
step on a certain period of time.

The case of abrupt drift has been explicitly studied with
the setting of theorem 2. It corresponds to the case where the
document distribution changes from one given state to another
between sub-windows W0 and W1. Results given in [22] show
that the detection delay can be estimated by O(µ ln(1/δ)/ε2)
where µ is the mean of the distribution before drift. In our
case, this delay is of critical importance since it defines the
size of the chunk for retraining the model. AWILDA faces a
trade-off between predicting a drift as early as possible (in
order to maximize the likelihood) and collecting as many data



as possible to get a good estimator of the underlying LDA
model.

The case of gradual drift is less adapted to the developed
framework. Properties of ADWIN have been shown in the
case of a linear gradual drift, but these results are difficult
to translate directly into our setting where the time series
tracked by ADWIN has a complex mathematical definition.
Understanding the behavior of AWILDA in the case of gradual
drift is a task that would come together with a proper study
of theorem 2.

In our experiments, we will consider abrupt drifts only. A
related discussion will be proposed in the conclusion.

IV. EXPERIMENTAL RESULTS

In this Section, we present the experiments we conducted
in order to prove the effectiveness of our approach. We show
in particular how it performs when addressing the problems
of topic drift detection and document modeling, using a set of
synthetic and real datasets.

A. Datasets

Synthetic data. To demonstrate the ability of detecting drifts,
we generate synthetic datasets where we artificially insert
drifts at random moments throughout the sequence of doc-
uments. Synthetic datasets are denoted by Sdr, where r is
the number of simulated drifts. Documents observed between
two consecutive drifts are generated by one LDA model
following its generative process. At each occurring drift, we
draw uniformly the hyperparameters α and β. The number of
topics is fixed for all the models used to generate one dataset.

We present experiments performed on the following two
synthetic datasets: Sd4 and Sd9, containing 4 and 9 drifts
respectively. Handling document streams is a very common
task in environments where short texts are generated and
shared, e.g., newswires, tweets. Thus, we choose to generate
documents containing 100 words, and we fix the vocabulary
size to 10,000 words and the number of topics, k, to 15.
Following the setting in [10], α and β are first set to 50/k and
0.1 respectively, and are then changed at each drift. In Sd4,
we generate exactly 2,000 documents from each distribution,
separating two consecutive drifts by the same number of
documents. In Sd9, we vary the number of documents
generated by each model between 500 and 1,000 documents.

Real data. We also conduct experiments on real-world data.
We use the dataset Reuters-21758 1 consisting of newswire
articles classified by categories and ordered by their date
of issue. The ApteMod version of this database contains
12,902 documents and each document is classified in multiple
categories for a total of 90 categories. In the procedure of data
preprocessing, we down-cased and stemmed all words in the
articles.

Our approach is designed to detect topic drifts in document
streams and to adapt the model accordingly. To demonstrate

1http://archive.ics.uci.edu/ml/

this functionality on real data, we reorder the newswire articles
based on their categories. We artificially ensure an emergence
of topics at specific points of the document stream and we try
to provoke a drift in the topic distributions.

We derive from the initial ordered dataset two sets of articles
that we use in our experiments. In the first set, denoted by
Reuters1, we select the articles belonging to the category “acq”
followed by the articles belonging to the category “earn”. We
expect the algorithm to detect the sudden change in topics
mentioned in the documents. In the second set, denoted by
Reuters4, we select articles classified in a specific category and
add them consecutively to the dataset. This is done for the five
following categories: “interest”, “trade”, “crude”, “grain”, and
“money-fx”.

B. Setting of AWILDA

As defined in equation 1, the likelihood of a LDA model
is not computable. Thus, we relied on an upper-bound L′
proposed in variational inference (see equation 1 in [23]). In
practice, the results observed with this upper-bound are not sat-
isfying due to a lack of precision: the probabilities to observe
data are very low and the method fails at discriminating them
with enough accuracy. In order to overcome this difficulty, we
considered the logarithm of L′ (hence an upper-bound of log-
likelihood). This quantity is theoretically unbounded, which
is a problem for ADWIN, but in practice it is observed that
the values vary only in a small interval (the width of which
depends on the dataset). In our experiments, we prevented the
quantity to decrease too much by fixing a minimal bound so
that the quantity of interest becomes bounded. A reasonably
low value for this threshold was never reached in the scope of
the presented experiments. We do not have any way to evaluate
an optimal value for this bound in a general case though.

C. Evaluation

Our evaluation concerns the tasks of topic drift detection
and document modeling.
Topic drift detection. We evaluate the ability of detecting
drifts by checking the latency between the moment when the
real drift happens and the moment it is detected.
Document modeling. Given a LDA model trained on a set of
documents, the goal in document modeling is to maximize the
likelihood on unseen documents. For the evaluation, we use
the measure of perplexity, which is defined by:

perplexity(Dtest) = 2
−

∑M
d=1 log2 p(wd)∑M

d=1
Nd (3)

Perplexity is the tool used by default in language modeling to
measure the generalization capacity of a model on new data.
Since we are considering document streams, the perplexity is
computed for each received document using the current model.

The performance of our approach is compared to the online
version of LDA [23]. In the standard version of LDA [10],
the model is learned in batch. In comparison, online LDA
can analyze document collections arriving in a stream and
is therefore more adapted to the setting we adopt in this



work. In our experiments, online LDA is considered to process
documents one by one as they are received and updates the
underlying model at each step.

We also compare AWILDA to three other variants. In these
variants, the model LDAm is updated in a similar way as
for AWILDA, but the methods differ in the way the detection
model LDAd is updated:
• AWILDA-2. LDAd is trained on a first small chunk of

documents that is used to initialize all the models. It is
not updated as more documents are received.

• AWILDA-3. LDAd is updated for each received document
and is equivalent to a classic online LDA model.

• AWILDA-4. LDAd is updated for each received document
using online LDA algorithm. When a drift is detected,
the model is retrained on the sub-window selected by
ADWIN.

Regarding the theoretical study, it can be easily verified that
theorem 1 and theorem 2 hold true for AWILDA-2, but not for
AWILDA-3 and AWILDA-4. In particular, it is noticeable that
we do not have guarantees for the performances of AWILDA-
3 and AWILDA-4 since the model LDAd is updated at each
step. A priori, there is no chance that the means remain
constant when the likelihood function L varies.

D. Results

1) Comparison of AWILDA and its variants on Sd4: In
the first set of experiments, we compare the performance of
AWILDA and its variants when performing the task of topic
drift detection on the synthetic dataset Sd4. The results are
presented in Figure 2. The LDA model used to compute
perplexity is learned and updated differently depending on
the method considered (see Section III). We represent the
perplexity as a moving average with a sliding window of 100
observations. The exact occurrence of drifts is marked by a
green dashed vertical line and the detection of drifts is marked
by a blue dotted vertical line.

AWILDA and AWILDA-2 detect only true positive drifts,
while AWILDA-3 and AWILDA-4 detect false and true pos-
itive drifts. AWILDA is also more reactive than AWILDA-2
and spots drifts faster. Updating the LDAd model with each
received document in AWILDA-3 and AWILDA-4 modifies
the underlying distribution of topics, leading ADWIN to detect
false positive drifts.

AWILDA performs best for all the studied datasets, and
we present in the following the results for the other datasets.

2) Performance of AWILDA on all the datasets: As shown
in Figure 3, AWILDA is able to detect all the drifts occurring
in the datasets Sd4, Sd9, and Reuters1 after receiving only a
few observations from the new distribution. Concerning the
Reuters4 dataset, our approach spots two drifts and misses
the two others. We note that in this particular dataset, we
switch from a topic to another relatively fast, i.e., around
500 documents per category. Topics in articles can also be
interconnected which makes the task even more complicated.

3) Comparing AWILDA with online LDA: In the last set of
experiments, we compare our approach with online LDA [23]
using the dataset Reuters1. We show, in Figure 4, how the
perplexity evolves throughout the set of documents before and
after the drift occurs. The perplexity is computed using LDAm

of AWILDA.
While processing the first set of arriving documents, online

LDA and AWILDA are trained in the same fashion and lead
to the same performance. When the drift occurs, AWILDA re-
trains its model on the relatively small sub-window selected by
ADWIN, which explains the temporary increase in perplexity.
As documents continue arriving, the model is adapted to the
new data and AWILDA outperforms online LDA. We note that
AWILDA performs better than online LDA when averaging on
all the observed documents of the dataset.

E. Discussion

We notice that the observed properties of the four variants
of the algorithm are close to the predictions which were
given by theorems 1 and 2. In particular, it has been shown
that AWILDA and AWILDA-2 would perform better than
AWILDA-3 and AWILDA-4 with regards to false positives.

The superiority of AWILDA over the other variants raises
interesting questions. It is noticeable that the best algorithm in
terms of drift detection is also the only one which detection
model is actively updated at each drift and not passively, at
each step or for each observation. This property is particularly
interesting: it means that the best algorithm in terms of drift
detection is also the most efficient one in terms of computation
time. However, in some examples, it might not be the optimal
algorithm for the accuracy of the predicted model: there is no
theoretical guarantee that the documents selected by ADWIN
are a good representative set for the new distribution.

Moreover, the non-updating property of AWILDA is of
particular interest: it illustrates the idea that good drift pre-
diction does not require to have good modeling properties,
which may be counter-intuitive in a way. The extreme case,
AWILDA-2, shows rather good performance as well whereas
the detection model is never updated, which means that it
does not encode any information relative to the underlying
distribution. A random LDA model could also work for this
task. Having a completely unrelated detection model might
produce false-negative errors though: if the detection model
is too different from the actual model, there is a chance that
the likelihood change, when the underlying model varies,is not
important enough to be detected.

V. CONCLUSION

In this paper, we have presented a novel method for topic
modeling on document streams. The proposed approach, called
Adaptive Window based Incremental LDA (AWILDA), is a
combination of Latent Dirichlet Allocation (LDA) and Adap-
tive Windowing (ADWIN). The algorithm combines two LDA
models, one for topic modeling and the other for detecting
drifts based on an adaptive sliding window. Despite its sim-
plicity, the method has several advantages. First, theoretical



Fig. 2. Topic drift detection on the Sd4 dataset using AWILDA (first figure), AWILDA-2 (second figure), AWILDA-3 (third figure), and AWILDA-4 (fourth
figure).

Fig. 3. Topic drift detection using AWILDA and applied on the Sd4 dataset (first figure), Sd9 dataset (second figure), Reuters1 dataset (third figure), and
Reuters4 dataset (fourth figure).

guarantees can be inferred directly from the theories of AD-
WIN. Secondly, the method overcomes several disadvantages
of concurrent frameworks. The algorithm selects by itself
the document it will use, which avoids defining arbitrary
time slices and document chunks as in most methods, and
which guarantees a true online setting. Our algorithm can

work on real-time streaming since the model is retrained only
when necessary. AWILDA framework is well-designed for
abrupt drifts and can also work when gradual drifts occur.
In practice, the nature of the drift highly depends on the task.
Gradual concept drift corresponds to slow evolution of topics
that can be found for instance in news articles, while abrupt



Fig. 4. Comparison of online LDA and AWILDA for the task of document
modeling.

drifts corresponds to sudden changes in the distribution, hence
to important events. Using AWILDA on event detection on
Twitter can be an interesting application of our model.

Other applications are numerous since LDA has become a
major technique in the recent years. In particular, text mining
on larger datasets and recommender systems are obvious
domains of application for AWILDA. Refinements of our
model would be of great interest too. Instead of detecting
one global change using one ADWIN module, it might be
possible to detect changes inside the same topic by running one
ADWIN module per topic. Finally, theoretical issues regarding
the detection performance of the proposed algorithms are still
open.
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